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Abstract. Local field potentials (LFP) in the basal ganglia (BG) have attracted considerable
research and clinical interest. The genesis of these signals has been a topic of extensive discourse,
focusing on whether they are a manifestation of local synaptic activity or result from the propagation
of electrical signals through tissue, as described by the Maxwell equations (volume conduction).
To investigate this, we conducted simultaneous recordings of LFPs from two cortical areas— the
dorsolateral prefrontal cortex (DLPFC) and the primary motor cortex (M1)—and various sites within
the BG nuclei in an awake, non-task-engaged non-human primate (NHP). Employing innovative
analytical techniques, we discerned significant cross-correlations indicative of potential connections,
while filtering out non-significant correlations. This allowed us to differentiate between synaptic
inputs and volume conduction. Our findings indicate two distinct propagation pathways of BG field
potentials emanating from the M1 and the DLPFC, each characterized by different temporal delays.
The results imply that these anatomical pathways are differentially influenced by the mechanisms of
volume conduction and synaptic transmission. Notably, the M1 exhibits more functional links with
non-zero-time delays to the BG structures, while the DLPFC-BG connections are marked by zero-
time delays, suggesting a predominance of volume conduction effects. Consequently, investigations
into the origins of BG LFP should account for the distinct anatomical pathways linking the cortex
and the BG, as they differentially represent information flow and volume conductance.

Keywords: Basal Ganglia (BG), Cerebral Cortex (CTX), Local Field Potential (LFP),
Volume Conduction, Synaptic Input, Cross CorrelationJo
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1. Introduction

The study of broadband field potentials is pivotal in advancing our understanding of neuronal
functions, identifying pathological aberrations, and observing clinical phenomena. Behavioral
research has utilized local field potential (LFP) activity as a biomarker for cognitive processes [1–3]
and as a response indicator to sensory stimuli [4–6]. The development of brain-machine interfaces
has further capitalized on the insights gleaned from LFPs [7] and electroencephalogram (EEG) [8]
signals. Correlations between LFPs in the subthalamic nucleus and cortical somatosensory-related
EEGs [9], as well as associations between neural discharge rates and LFP signals in the cerebral
cortex during voluntary actions [10], exemplify the diverse applications of LFPs. Furthermore, the
increase in abnormal LFP oscillations in the basal ganglia (BG) and cerebral cortex is a hallmark
of neurological disorders like Parkinson’s disease (PD) and schizophrenia [11–13].

The LFP frequency spectrum typically spans from 0.1 to 70 Hz, with oscillations above
100 Hz classified as high-frequency LFP oscillations [14], which may be confounded by the
transference of spike energy [15]. Despite the common belief that LFP oscillations suggest spike
synchronization [12, 16–18], it is increasingly evident that these signals may instead signify sub-
threshold synaptic activities, potentially in tandem with spike activity [1, 19]. Broadband field
potentials have also demonstrated partial correlations with spontaneous cerebral low-frequency
BOLD signal fluctuations [20, 21]. Hermes et al. [21] posited that the characteristics of field
potentials that are uncorrelated with BOLD signals primarily originate from changes in neuronal
synchrony, as opposed to direct neuronal activity levels.

While broadband field potentials are integral to brain behavior analysis and relatively
straightforward to record, the origins of LFP remain contentious. Numerous studies advocate
that LFPs embody crucial neuronal information stemming from local synaptic activities [16, 22–
25]. Alternatively, some research presents these signals, especially when sourced from subcortical
structures, as propagative electromagnetic waves that comply with the principles of volume
conduction according to Maxwell’s equations [21, 26–28]. For example, Parabucki et al. [27]
observed robust LFP coupling during whisker stimulation between the cerebral cortex and the
olfactory bulb in mice with a dissected olfactory bulb. Lalla et al. [29] investigated LFP oscillations
and spike activity recorded simultaneously in the dorsolateral striatum (DLS) and the forelimb
primary somatosensory cortex (S1) of rats, detecting signs of a shared extrinsic source for the
LFP signals in both regions. Yet, Buzsaki et al. [1] argue for a hybrid nature of LFP signals,
incorporating elements of both volume conduction and localized extracellular fields.

Despite substantial research, a definitive understanding of the genesis of broadband field

‡ Abbreviations: Basal Ganglia (BG), Cerebral Cortex (CTX), Primary Motor Cortex (M1), Dorsolateral Prefrontal
Cortex (DLPFC), Striatum (STR), Globus Pallidus (GP), Internal Capsule (IC), Subthalamic Nucleus (STN), Local
Field Potential (LFP), Non-Human Primates (NHP), Deep Brain Stimulation (DBS)
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potentials remains elusive. Are they volume-conducted electromagnetic waves disseminating
within the brain’s deeper strata, or do they transmit valuable information such as synaptic inputs?
Moreover, if representing an intermediate phenomenon, it becomes critical to determine the
relative contributions of volume conduction and synaptic inputs, and to ascertain whether these
contributions are prolonged, continuous, or occur in brief durations interspersed within the same
recording sites. To address these questions, we map LFPs from the cerebral cortex through the
basal ganglia nuclei in non-human primates (NHPs).

We employed micro-electrodes to record the comprehensive electrophysiological spectrum
(raw data) across a frequency range of [1, 6000] Hz. Between 1 to 7 electrodes were steadfastly
positioned in the deep cortical layers throughout all recording sessions, as depicted in Fig.1(A).
An additional electrode was maneuvered towards the BG nuclei. The neural activity from all
electrodes was concurrently captured every 200 µm over a duration of 120 seconds, beginning with
the insertion of the eighth electrode into the cerebral cortex (frontal lobe) and traversing through
the striatum, globus pallidus (external - GPe, internal - GPi), internal capsule, and the subthalamic
nucleus. We isolated the LFP signal by filtering the raw data within the frequency range of 1-80Hz.
Recordings were monopolar, using a common reference point located at the posterior aspect of
the NHP’s cranium. These concurrent LFP recordings were scrutinized to elucidate the interplay
between neuronal activities in the cerebral cortex and the deep strata of the BG.

2. Methods

2.1. Animals, surgery and MRI

This study was conducted on a single African Green monkey (Cercopithecus aethiops, female, 3.3
kg). The experimental protocols adhered to the ethical guidelines set by the Hebrew University and
conformed to the National Institutes of Health Guide for the Care and Use of Laboratory Animals.
The institution holds accreditation from the Association for Assessment and Accreditation of
Laboratory Animal Care (AAALAC).

Prior to experimentation, the monkey was acclimatized to remain calmly seated in a primate
chair. Subsequent to this behavioral training, the subject underwent a surgical procedure to implant
a Cylux MRI-compatible recording chamber (27*27 mm, Alpha-Omega, Israel) and a head holder
(Crist Instruments, MD). The chamber’s placement was guided by coordinates from established
primate stereotaxic atlases [30, 31], targeting the region above the right primary motor cortex
(M1), globus pallidus (Gp), and the subthalamic nucleus (Stn). A postoperative MRI scan was
performed to confirm the precise stereotaxic coordinates of the implant.

2.2. Recording and data acquisition

During the recording sessions, the primate was positioned in a specialized chair, designed to restrict
movement of the head and hands while allowing the trunk and legs freedom of movement. This
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setup ensured the animal remained in a state of quiet alertness throughout the process. The precise
locations for data recording were ascertained individually for each targeted structure. The primary
motor cortex (M1) was confirmed via the motor response of the limbs to electrical stimulation
ranging from 10 to 40 µA. The dorsolateral prefrontal cortex (DLPFC) was identified by its
anatomical placement within the surgical chamber.

The basal ganglia (BG) nuclei complex, consisting of the striatum, globus pallidus, and
the subthalamic nucleus, were differentiated based on distinct physiological characteristics.
Additionally, the subthalamic nucleus was specifically validated through the cellular response to
passive limb movement. The recorded extracellular data were amplified with a gain of 5000x and
band-pass filtered between 1 to 6000 Hz using a four-pole Butterworth filter. This data was then
continuously sampled at a rate of 25 kHz.

Figure 1: Anatomical and electrodes setup, raw data and power spectrum densities. A, Hemi-
coronal illustration from Macaque atlas, at the level of anterior commissure (AC) - 6 mm. We placed 7
electrodes in the deep layers of the cerebral cortex. Electrodes 1-4 (M1) were permanently located on the
right–hemisphere, primary M1- motor-cortex, and electrodes 5-7 (DLPFC) on the right hemisphere – dorso-
lateral frontal cortex. One electrode aimed to the basal ganglia, passing through the recording sites in: the
cerebral cortex (Ctx), striatum (Str), globus pallidus (Gp) internal capsule (Ic) and subthalamic nucleus
(Stn). Each site has been recorded for time duration of 120 seconds. Labels in cartoon: A to F mark the
recorded area. B, Examples of 5 seconds records of raw local field potential data from shallow to deep loci:
Ctx, Str, Gp, Ic and Stn, and C, The corresponding power spectral density, after applying a notch filter to
remove the 50Hz band.
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2.3. Electrode Arrays and Positioning

For the recordings, we employed two arrays each containing four glass-coated tungsten
microelectrodes (impedance at 1 kHz, ranging from 0.2-0.6 MOhm), housed within a cylindrical
metal guide with an internal diameter of 1.36 mm. The first array of electrodes (M1 electrodes)
was strategically placed in the primary motor cortex area, while the remaining electrodes (E5-7)
were anchored in the frontal cortex, and electrode E8 was targeted at the basal ganglia nuclei,
as illustrated in Fig.1(A). Precise electrode placement was facilitated by the double Microdriving
Terminal and Electrode Positioning System (Double MT and EPS, Alpha-Omega, Israel), which
allows for the independent adjustment of each electrode.

Our database encompasses 13 distinct and non-repeating trajectories within the basal ganglia
nuclei, each directed to specific locations within the Basal Ganglia, predominantly targeting the
globus pallidus (Gp) and subthalamic nucleus (Stn). Target coordinates were derived from a
composite method of indirect targeting, based on the anterior commissure-posterior commissure
line using aMonkey atlas, which had been approved based on previous trajectory assessments for
target locations. Furthermore, post-surgery MRI-based assessments were also utilized to confirm
the accuracy of the target locations.

The verification of recording locations (Str, GPi, GPe, IC, and Stn) was meticulously
conducted for each nucleus according to its specific electro-physiological spectrum patterns, aiding
in their identification: (i). Striatum (STR): Characterized by specific firing rates, we focused on
identifying Medium-sized spiny neurons (MSN) and Tonic active neurons (TAN) cells within the
STR. (ii). Globus Pallidus Externus (GPe) and Internus (GPi): The GPe was identified by its
high-frequency discharge pattern with interspersed pauses, while the GPi was recognized by its
continuous firing pattern without pauses. In this work, we decide to present GPe /Gpi as the
whole GP. (iii). Internal Capsule (Ic): The Ic was distinguished based on the high-amplitude fiber
firing rates. (iv). Subthalamic Nucleus (Stn): Known for its broad spectrum of firing rates and
amplitudes, the Stn, especially its dorsolateral region, was identified by inducing limb movements
in the animal subject to observe electrophysiological responses. Upon entering the Stn, specifically
in the dorsolateral region and after achieving a stable signal, one of the experimenters entered the
animal room to manipulate the animal’s limbs, inducing electrophysiological responses for further
observation.

During the recording phase, electrodes E1-7 were fixed in the deep layers of the cerebral
cortex, encompassing M1 and the frontal cortex above the basal ganglia, while the eighth
electrode was progressively advanced towards the basal ganglia nuclei (Fig. 1A). We commenced
simultaneous recordings from the cortical electrodes (E1-7) as soon as the mobile electrode
penetrated the cerebral cortex. Each recording site was monitored for a duration of two minutes,
following a brief period for signal stabilization. Upon completion of the recording at a given site,
we proceeded to advance the mobile electrode by 200 µm to the next deeper location.
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Location Ctx Str Gp Ic Stn
Sites 210 219 91 20 18
Pairs 1318 1331 561 140 126

Table 1: Data Summary. The table displays the count of recording sites within each neural structure and
the total number of pairings between cortical electrodes and the deep electrode. The deep electrode (E8)
was advanced in steps of 200 µm from the cortex into the BG. Each distinct position sampled is defined as
a site. At each site, signals from the deep electrode were cross-correlated with corresponding records from
cortical electrodes E1-7, yielding the total pairings. Abbreviations: Ctx - cortex, Str - striatum, Gp - globus
pallidus, Ic - internal capsule, Stn - subthalamic nucleus.

2.4. Data Analysis

Our analysis was conducted using Python 3.6 and MATLAB19a (R2019a) scripts. The database
encompasses 13 distinct and non-repeating trajectories, extracted from the basal ganglia nuclei.

Throughout the recording sessions, the animal’s behavior and the electrophysiological signals
were continuously monitored via an online camera and sound amplifier. We systematically
excluded data segments that included jaw and limb movements to prevent potential artifacts from
affecting the analysis. In the offline preprocessing stage, we implemented several strategies to
refine the quality of the LFP data and mitigate artifacts. This included the application of a low-
pass filter and a notch filter, local averaging removal over 2.5-second intervals, and detrending to
prepare the signals for subsequent analysis.

Specifically, a dual-stage filtration approach was applied to the preprocessing of LFP signals.
Initially, a 15th-order zero-phase Butterworth band-stop filter was employed to attenuate the 50 Hz
power-grid noise, selected for its flat frequency response which is crucial to preserve the integrity
of the signal within the frequency range of interest. This step effectively removed the line noise
without introducing phase shifts.

After the band-stop filter, we performed a DC offset correction on each LFP segment by
subtracting the mean, yielding a zero-centered signal conducive to accurate frequency-domain
analysis. We then applied a low-pass filter (Butterworth, 4 poles, within the range of [0-80] Hz)
via frequency-domain manipulation. A Fast Fourier Transform (FFT) was applied to each centered
signal segment, nullifying amplitudes outside the specified frequency band to attenuate higher
frequencies. An inverse FFT of the modified spectrum provided us with a signal constrained to the
desired frequency range, thereby eliminating high-frequency noise. This thorough preprocessing
regimen, which included detrending, band-stop filtering, and low-pass filtering, prepared the LFP
signals for the cross-correlation analysis devoid of electrical noise, DC offsets, and unwanted
frequency components.

A summary of the data records, post these preprocessing steps, is presented in Table 1.
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2.5. Cross-correlation and surrogate analysis to identify significant interactions

To quantify the similarities between two signals—specifically, those recorded from the cerebral
cortex electrodes (E1-7) and basal ganglia (BG) sites (E8)—we employed cross-correlation
analysis, as depicted in Figs. 2-3. Both signals, denoted as x and y, were segmented into NL

overlapping portions ν, each of length L=2.5 seconds, with an overlap of 0.625 seconds (L/4).
This segmentation resulted in 63 time windows for each 120-second recording.

Each segment ν was normalized by subtracting its mean, ensuring that the analysis
predominantly reflects fluctuations from the average. We then computed the cross-correlation
function Rν

xy(τ) =
∑n/2
τ=−n/2 xν(n + τ) ∗ yν(n) for each segment.

To differentiate between significant and non-significant interactions, we observed how the
cross-correlation R varied with shifts in signal alignment. Significant interactions are indicated by
a notable deviation of the cross-correlation peak from the background level. Figs. 2(A-F) illustrate
this: synchronized signals (A,C) demonstrate a marked decay in R(τ) (E), while non-synchronized
signals (B,D) do not show such decay (F).

For a quantitative measure of correlation significance, we introduced a Z-score-like index ’w’,
representing the deviation of the maximal cross-correlation value (Rmax, detected at a specific time
shift τ∗) from the mean, normalized by the standard deviation of R(τ). The index w thus quantifies
the extent to which Rmax stands out from the background, as shown in Fig. 2(E). The formula is
expressed as:

wi, j =
(|Rmax| − 〈R〉)

σ(R)
(1)

where 〈R〉 and σ(R) denote the mean and standard deviation of R(τ), respectively.
A larger w indicates a more significant coupling between signals x and y. Conversely, a lower

w suggests a non-significant interaction. To further validate significant connections, we compared
cross-correlations of simultaneous signals from different locations against those from distinct time
points, expected to be non-synchronized. As shown in Fig. 2(G), analysis of 10,000 signal pairs
revealed that surrogate data typically yielded low w values, while real data could reach higher
values, indicative of true synchronization.

High w values for real data, typically found for small shifts τ∗, corroborate with the rapid
propagation of brain waves [32, 33].

In setting our analysis parameters, particularly w > 4.5 and |τ| < 0.05s, we based our criteria
on empirical benchmarks and comparative analysis with surrogate data. The choice of w > 4.5 was
influenced by our observation that the highest ’w’ values for random links in the surrogate data is
around 4, which we deemed representative of false coupling. Thus, we established w > 4.5 as a
conservative threshold to ensure the identification of true synaptic coupling rather than artifacts.

The parameter τ was set based on the distribution of τ values in the surrogate data, which
exhibits uniform distribution, contrasting with the authentic data that exhibited τ values up to 0.05,
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as discerned in Fig. 2(H). This observation guided the establishment of τ < 0.05s as a reasonable
upper bound for detecting meaningful interactions.

Furthermore, we calibrated ’w’ and τ to ensure that the fraction of real links identified under
these constraints approximated 0.02 of the total potential links. This approach was chosen to
improve the accuracy in detecting real neural connections, while also decreasing the chances of
mistakenly identifying non-existent connections.

High ’w’ values for actual data, typically associated with small shifts in τ∗, align with the fast
propagation of brain waves, supporting their significance in neural communication. We consider
interactions with τ∗ ∈ [−0.05, 0.05] seconds and w > 4.5 as significant, where the fraction of such
links at each site are summarized in Table 2.

It’s important to consider how the frequency of a signal affects the calculated parameters,
especially ’w’. The main frequency that matches between signals largely determines the highest
point of the cross-correlation function, which in turn influences the calculation of ’w’. However,
the importance of ’w’ doesn’t depend only on the frequency’s numerical value. Rather, ’w’ acts
similarly to a Z-score, evaluating the maximum point of cross-correlation in relation to the standard
deviation of the cross-correlation. This method ensures that the assessment of ’w’ more accurately
represents the strength of the correlation with respect to level of noise, instead of being overly
affected by the signals’ absolute frequency. This approach makes sure that our method remains
equally sensitive to signal correlations, no matter the frequency range of the signals being analyzed.
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Figure 2: Analysis of Significant Neural Interactions via Cross-Correlation and Surrogate Methods.
A-F, Demonstration of two pairs of signals (blue curves in panels A and C from the cortex [Ctx], and panels
B and D from the globus pallidus [Gp]), following the application of a [1-80Hz] low-pass filter to the raw
LFP data. E-F, Exhibit the cross-correlation index R with respect to the temporal shift τ between signal
pairs A-C and B-D, respectively. Signals A and C show a pronounced peak in R at τ∗ = τ|R(τ)≡Rmax

= 0, and
a rapid decay of R(τ) for |τ| > 0. In contrast, signals B and D, as shown in F, demonstrate a variable R(τ)
without a distinct peak or decay pattern, signifying no correlation. The significance metric w evaluates R(τ)
by normalizing Rmax with the mean and standard deviation of R(τ) (see Eq. 1). Consequently, a greater w
value is observed in E (w = 8) than in F (w = 2.3). G, Depicts the w distribution for all analyzed data versus
surrogate signals. Surrogate signals, selected randomly from different electrodes, nuclei, and time points,
display a generally lower w distribution compared to real signals, with the maximum w for surrogates around
4. Panel H indicates that the highest w values for real data occur near τ∗ ≈ 0. This scatter plot visualizes
10,000 instances of w versus τ∗ for real (blue dots) and surrogate data (red dots). Notably, real signals
correspond to simultaneous deep and cortical recordings, whereas surrogate pairs are randomly matched.
This results in higher w values for real data around τ∗ ≈ 0, unlike the uniform distribution observed in
surrogates. An inset offers a detailed view of the τ∗ ∈ [−0.08 − 0.08] range.

Location Ctx Str Gp Ic Stn
M1 0.08 0.14 0.14 0.13 0.08

DLPFC 0.51 0.24 0.09 0.24 0.04

Table 2: Proportion of Significant Neural Links Across Nuclei and Cortical Areas. This table presents
the proportion of significant neural interactions for each brain region. These proportions were derived by
calculating the ratio of the count of significant links to the total number of analyzed time windows at each
location. A link was deemed significant if it met the criteria of τ∗ ∈ [−0.05; 0.05] seconds and w > 4.5.

9

Jo
ur

na
l P

re
-p

ro
of



Figure 3: Cross-correlations. The cross-correlations of the M1 and DLPFC electrodes with the deep
electrode located at the DLPFC and at the BG nuclei. Left column (A - E) shows the cross-correlations
between DLPFC-Ctx, DLPFC-Str, DLPFC-Gp, DLPFC-Ic and DLPFC-Stn respectively. On the right
column (F - J), we show the same interactions for the DLPFC - Ctx. Here, we show only correlations
with w > 4.5 and τ∗ < 0.05 sec., of the time windows that were analyzed. In red is the mean, and the shaded
green area represents the standard deviation.
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3. Results

Correlation Analysis, Score Evaluation, and τ∗ Distributions. Our analysis revealed that only
a subset of the cross-correlations exhibited synchronization, resulting in significant linkages, as
detailed in Table 2. Specifically, for DLPFC-BG pairs, the percentage of significant links ranged
from 8% to 14%, whereas for M1-BG pairs, this range was broader, from 4% to 51%. The nature
of these significant cross-correlations is graphically depicted in Fig. 3.

The time delay τ∗ at which R(τ) peaks is indicative of the interaction direction between signal
pairs x and y. A positive τ∗ suggests an interaction initiating in the cortex and propagating towards
the basal ganglia, while a negative τ∗ indicates the reverse. Fig. 4, panels A-J, display a bi-modal
distribution of time delays for both cortical regions. However, the BG-DLPFC interactions (right
panels of Fig. 4) are predominantly characterized by the first mode (τ∗ ∼ 0), whereas BG-M1
interactions (left panels) show significant representation in both modes. Nonetheless, the average
τ∗ for significant real links (with w > 4.5) are similar for both M1 and DLPFC, as seen in Fig. 4,
panels K-L.

Duration of Significant Neural Links. To ascertain the duration or ”lifetime” of a significant
link, we divided each 120-second recording at each site into overlapping 2.5-second windows.
A link was considered significant in a given window if w > 4.5 and |τ∗| < 0.05 seconds.
The cumulative duration of these links was then calculated by summing the successive windows
wherein the link persisted. Fig. 5 illustrates the lifespan distribution of these interactions across
various nuclei. Notably, as the probe progresses deeper, the duration of the links tends to decrease.
The longest peak durations were observed in upper area links, specifically 20 seconds for M1-
DLPFC and 100 seconds for DLPFC-DLPFC links. The M1-Str and DLPFC-Str connections lasted
around 25 and 30 seconds, respectively, while both M1-GP and DLPFC-GP links had durations
close to 20 seconds. The shortest durations, around 10 seconds, were found in the Ic links and both
M1/DLPFC - Stn links.

Modes Analysis. The bi-modal distribution of τ∗ in Fig. 4 is particularly pronounced in
M1-GP links, supporting the hypothesis of dual transfer mechanisms. The DLPFC-GP links
predominantly exhibit zero time lag (right panels), suggesting volume conduction, whereas the
M1-GP paths (left panels) show a more balanced distribution, indicating a potential synaptic
information transfer mechanism for the second mode, typically around 30 milliseconds.

To further validate the existence of two distinct transfer mechanisms, we analyzed the
composition of link sequences, or sub-links. These were categorized into two regimes based
on the distribution intersection point in Fig. 4. Each sub-link was classified as ‘1’ if its τ∗ fell
in the first regime and as ‘2’ for the second regime. Interestingly, most links comprised either
consecutive ‘1’s or ‘2’s, suggesting a dominance of one transfer mechanism per interaction. This
is visually represented in Fig. 6. The first mode, predominantly with τ∗ ∼ 0, likely corresponds to
volume conduction, aligning with the propagation speed of bio-electromagnetic waves. The second
mode, with τ∗ ∼ 0.03 seconds, appears to represent slower information transfer along axons and
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synapses. Fig. 7 indicates that mixed-mode sequences (e.g., ‘1,2,1’) are rare, further corroborating
our hypothesis of dual transfer mechanisms.
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Figure 4: Analysis of Time Delays and τ∗ Distribution in Basal Ganglia-Cerebral Cortex Interactions.
A-J Display the τ∗ distribution for all interactions between the cerebral cortex and basal ganglia (BG)
nuclei. The left and right columns represent the M1-BG and DLPFC-BG links, respectively. Notably, these
distributions are bi-modal, indicating the presence of two distinct types of links. The separation between
the first and second mode distributions was manually determined using the minimal point of an estimated
function, with τ∗ = 0.01 seconds selected as the threshold for all distributions. K-L, Illustrate the average τ∗

values for the nuclei, focusing on interactions where τ∗ > 0. This highlights the mean time delays between
signals from the M1, DLPFC, and the moving electrode. A positive τ∗ implies that the signal was initiated
or detected earlier in the cortex, accounting for 80% of the significant links. Diamonds and circles represent
the average time delays for the first and second modes, respectively.13
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Figure 5: Duration Distribution of Neural Links Across Different Loci. The left and right columns
depict the probability density functions (PDFs) of link durations for the M1 and DLPFC electrode sets,
respectively. Each 120-second recording is divided into overlapping 2.5-second windows with a 25%
overlap (0.625 seconds). For each window, we assess the cross-correlation between signals from the deep
electrode and the corresponding cortical electrode, calculating w. A link is considered significant if w > 4.5
and τ∗ < 0.05 seconds. The graph illustrates the duration of consecutive significant sub-links formed
with cortical electrodes at various recording sites. Presented in a log-log scale, the data suggest a power-
law distribution for the survival time of the links, with the exponent γ provided. Notably, the decline in
significant link duration is more pronounced for deeper nuclei. Additionally, for most nuclei, link durations
tend to be longer for the DLPFC frontal lobe electrode set compared to the M1 set, indicating a possible
influence of spatial distance on LFP signal duration. The exponents exhibit a consistent increase with depth,
except for the internal capsule (Ic), characterized by white matter where signals might propagate more
rapidly.

14

Jo
ur

na
l P

re
-p

ro
of



Figure 6: Characterization of Modes Sequences Based on τ∗. This figure is segmented into three main
rows, plus an additional bottom row, illustrating the composition of sequences in both cortical and deep
signals. The upper row depicts a mixed mode sequence with variable τ∗ values (e.g., sequences like
2,2,1,2,... in sub-links). The middle row shows a sequence comprised entirely of the second mode (sub-
links of 2,2,2,...), and the lower row portrays a sequence exclusively in the first mode (1,1,1,...), where each
τ∗ equals 0. Each sequence spans n time-windows of 2.5 seconds (sub-links), with each window satisfying
the condition w > 4.5, indicating significant cross-correlation. For every sequence of length n, τ∗ for each
time window (sub-link) is calculated, and the sequence is classified as either predominantly first or second
mode based on these τ∗ values.
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Figure 7: Analysis of Sequence Mode Compositions in Neural Links. A, Examines the sequence
compositions formed between M1 electrodes and the deep electrode. B, Focuses on the sequence
compositions involving DLPFC electrodes and the deep electrode. Each link, with a duration of time length
L, is dissected into 2.5-second sub-links. The τ∗ values of these sub-links are analyzed to determine if they
fall within the range of the first or second mode, as shown in Fig. 4. Our findings reveal that most sequences
predominantly belong to either the first or the second mode, with a minimal fraction displaying a mix of
both modes. Sequences comprised entirely of τ∗ values from the first (or second) mode are termed ”first
(or second) mode” sequences. If a sequence includes a blend of both modes, it is classified as a ”mixed”
sequence. Notably, the frontal cortex links (right panel) primarily exhibit first mode sequences with 〈τ〉 w 0,
whereas second mode sequences with 〈τ〉 w 0.03 are more prevalent in M1 links. Additionally, for the
internal capsule (Ic), which is composed of white matter, the majority of links are first mode in both the
frontal cortex and M1.

4. Summary and Discussion

We have uncovered novel synchronization properties in local field potentials (LFPs) linking the
cerebral cortex (M1 and DLPFC) with basal ganglia (BG) structures (striatum, globus pallidus,
internal capsule, and subthalamic nucleus). These discoveries shed light on the longstanding debate
regarding whether BG LFPs primarily reflect volume conduction or synaptic input (information
flow). We introduced a novel cross-correlation method to identify significant links and established
a pattern for the duration of these links. Our analysis involved LFPs in the [1,80] Hz range,
recorded via micro-electrodes in the deep layers of the cerebral cortex (M1 and DLPFC), along
with a moving electrode in the basal ganglia. All recordings were conducted with an alert primate,
not engaged in behavioral tasks.

Our findings suggest that LFP signals comprise two distinct mechanisms: synaptic inputs and
volume conduction. Segmenting the 120-second recordings into overlapping 2.5-second windows,
we identified a fraction of highly correlated windows (defined by link strength w > 4.5 and
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τ∗ ∈ [−0.05, 0.05]). Significant links range from 8% to 14% in M1-BG pairs and from 4% to 51%
in DLPFC-BG pairs, as shown in Table 2. The temporal delay in cross-correlation, as depicted
in Fig. 4, indicates two modes of interaction: a short delay for volume conductance and a longer
delay for synaptic input-based information transfer. While most links are predominantly in one
mode, a small fraction exhibit a mixture of both, indicating the complexity of neural interactions.

4.1. Differences in LFP Links Between M1, DLPFC, and BG

The cross-correlation links between M1-BG and DLPFC-BG display distinct properties. M1-BG
pairs are characterized by more functional links with non-zero-time delays, supporting the basal
ganglia’s involvement in functionally segregated circuits linked to both motor and non-motor areas
of the cerebral cortex. This is consistent with previous studies highlighting the basal ganglia’s role
in motor functionalities [34, 35].

We observed variations in the τ∗ distributions and minor changes in their averages. These
observations that the value of τ∗ remains relatively constant at approximately 0.03 seconds
throughout the basal ganglia circuits see Fig. 4 are surprising and counter-intuitive. A plausible
explanation could be by the intricate interplay of direct ”shortcut” synaptic projections, like
thalamic-cortical-GPi connections and the Stn, which directly receives signals from the cerebral
cortex. Simultaneously, there are also indirect pathways linking Basal Ganglia nuclei network
with the cerebral cortex. This complexity involves the Stn, primarily getting signals from the
cerebral cortex (direct projection) and the GPe, projecting to both segments of the Globus Pallidus
(GPe, GPi) [36]. These ”shortcuts” might superimpose with the time delay of the indirect
pathway, potentially explaining the broad distribution of the time delay around 0.03 seconds. This
architecture minimizes the impact of physical distance on time delays. Our analysis indicates that
synaptic delay may not necessarily correlate linearly with the physical distance between regions.
Rather, it might be influenced by the number of synaptic connections involved in the transmission
pathway, see e.g., [37].

In terms of link durations, deeper nuclei showed shorter durations, and DLPFC-BG links
were longer than M1-BG links (Fig. 5). This trend might be due to the greater distances and
higher number of synapses in deeper connections, leading to increased noise and signal decay.
The duration of these links—conceptualized as the continuous cross-correlation between two
nuclei—can be analogous to the sustained conversation or information transfer between them,
highlighting the period during which the coupling remains uninterrupted during data recording.

Figures 5, 6, and 7 elucidate the duration of links associated with volume conduction, time-
delayed cross-correlation of the second mode, and mixed durations. The persistence of these links
could change under pathological conditions, such as Parkinson’s disease (PD), and might serve as
an additional indicator of the disease’s severity, warranting further investigation.

The two primary modes in τ∗ distributions suggest different interaction mechanisms: short
delays for volume conductance and longer delays for synaptic input-based information transfer.
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Notably, frontal cortex-deep electrode links mainly consisted of first mode sequences, whereas M1-
BG links exhibited a higher presence of second mode sequences, suggesting differential functional
dynamics in these pathways.

Our methodology and findings pave the way for differentiating between volume conduction
interactions and actual information flow, addressing a crucial question in neuroscience [38–40].
Future research could explore whether second mode links convey more information than those
associated with volume conductance. Additionally, the study of LFP signals could advance DBS
research, especially in developing adaptive protocols.

In the context of PD, characterized by beta-pathophysiological oscillations [41], We suggest
that synaptic inputs (time delay information flow dependence) would remain or rather increase
(as happens for inhibitory projections) during PD or other pathological states. This capability
could be crucial for future closed-loop DBS, potentially aiding in differentiating between possible
spurious PD beta-band oscillations attributed to volume conduction and authentic synaptic beta-
band (neuronal) oscillations.

In the supplementary information of the revised manuscript, see Fig. 10, we have extended
our analysis to include different brain wave ranges, such as alpha, beta, and gamma band activities.
Although some irregularities were observed within the beta band W distribution, a comprehensive
exploration of PD-related LFP changes was beyond the scope of our current study and demands
targeted research in PD models.

Our framework suggests avenues for future DBS research and applications, including the
exploration of the closed-loop implementation of BG-Cortex LFP-based and adaptive DBS
protocols [40]. Further research is required, particularly involving data from Parkinsonian models,
is necessary to fully comprehend the alterations in LFPs associated with PD and to apply our
methodology effectively in such contexts

Moreover, the greater abundance of synaptic inputs within M1-BG links, compared to
DLPFC-BG, does not imply exclusivity of synaptic circuits in M1-BG or solely volume conduction
in DLPFC-BG. We do observe the existence of synaptic input links between DLPFC-BG and M1-
BG; however, the number of synaptic input links is much fewer between DLPFC-BG compared
to M1-BG. Figure 7 presents the histograms of these links, categorized into three types: (1)
Volume conduction links with no time delay, as we assume that volume conduction follows the
dispersion rules of Maxwell’s equations, where the distribution velocity depends on the dielectric
(brain tissue) conductivity, and the time delay should be approximately zero; (2) Synaptic inputs
with a time delay, representing signal transformation delayed by synaptic connections; and
(3) Mixed connections (both volume conduction and synaptic inputs realizations). The figure
illustrates that consistent with our claim above, M1-BG exhibits a significantly higher prevalence
of synaptic inputs compared to DLPFC-BG. Additionally, we observe mixed connections in the
latter. This nuanced view underscores the complexity of neural interactions and the presence of
both mechanisms in different brain regions, enhancing our understanding of neural circuitry and
its implications in neurodegenerative diseases and therapeutic interventions.
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